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I. Introduction and Statement of Support 
Chair Reynolds, Vice-Chair Anderson, and the Senate Committee on Early Childhood and 
Behavioral Health, thank you for the opportunity to testify today. I am here to express my strong 
support for Senate Bill 1546 and to urge its passage. 
 
My name is Mandy McLean. I am an independent researcher with formal training in education 
research, measurement, and human development, and have spent close to a decade leading 
applied research teams in industry, including applied science and AI transformation efforts. 
 
I appear before you today on behalf of more than 1,000 mental health professionals who signed 
an open letter1 I co-authored with Dr. Nathan Thoma, a clinical psychologist, calling for 
regulatory safeguards on AI companions for minors. 
 
I am also the mother of two young children, ages six and almost nine, who will grow up in a 
world where AI companions are likely to be as common as smartphones. I am not here as an 
opponent of artificial intelligence. I have worked in industry and actively use these tools. I am 
here because the clinicians who will be responsible for treating the consequences of this largely 
unregulated category of products are sounding an alarm and are asking policymakers to establish 
basic, common-sense safeguards. Senate Bill 1546 does this by setting clear expectations for all 
users, while providing additional protections where developmental vulnerability is highest. 

II. What 1,000+ Mental Health Professionals Signed On To 
More than 1,000 mental health professionals have signed an open letter calling for safeguards on 
AI companion products used by minors. The signatories represent a broad cross-section of 
clinical, research, medical, and child development expertise. The majority are licensed, 
practicing clinicians, including psychologists, psychiatrists, clinical social workers, counselors, 

1 https://openletter-aicompanions.org/  
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marriage and family therapists, school psychologists, and other mental health professionals who 
work directly with children and adolescents in clinical, school, and community settings. 
 
The signatories also include leading researchers and scholars in child development, attachment, 
adolescent mental health, and the psychological effects of technology. They hold affiliations with 
hundreds of universities, hospitals, and clinical institutions, including Cornell, Columbia, 
Harvard, Stanford, and MIT, and represent professionals across more than 40 U.S. states, 
including Oregon, and more than 20 countries. This breadth reflects concern that extends well 
beyond any single discipline, institution, or region. 
 
Among the signatories are past presidents of the American Psychological Association, senior 
advisors to national pediatric and mental health organizations, pioneers in psychotherapy 
research, and widely cited authors whose work has shaped how clinicians, educators, and parents 
understand children’s development and wellbeing. 
 
The letter has also been endorsed by Common Sense Media, the Center for Humane Technology, 
Fairplay for Kids, Children and Screens: Institute of Digital Media and Child Development, The 
Child Mind Institute, and U.S. PIRG, reflecting broad concern across child advocacy, public 
interest, and mental health communities. 
 
What these professionals signed on to is a shared warning that AI companions pose distinct and 
foreseeable risks to children’s social, emotional, and psychological development, risks that 
cannot be responsibly addressed through voluntary corporate self-regulation alone. Based on 
their clinical experience, research expertise, and review of emerging evidence, the signatories are 
calling for targeted regulatory safeguards, including: 
 

●​ Meaningful limits on AI companion products intended for or readily used by minors 
●​ Effective, privacy-preserving age assurance 
●​ Clear requirements for human escalation and intervention in moments of crisis 
●​ Independent safety testing prior to deployment at scale 
●​ Clear accountability and liability when preventable harm occurs 

 
These concerns are grounded not only in professional judgment and clinical observation, but in a 
growing body of empirical research and independent safety testing that documents predictable 
risks associated with AI companions, particularly for children and adolescents. 
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III. The Scale and Reach of AI Companions 
AI companions are no longer a niche product used by a small group of early adopters. Nationally 
representative research from Common Sense Media shows that emotionally responsive AI 
systems are already a routine part of many adolescents’ lives.2  
 
In this research, the term “AI companions” is used to describe conversational AI systems that 
teens report using for ongoing interaction and emotional engagement, including character-based 
chatbots and social AI used for companionship, emotional support, or relationship-like 
conversation, rather than general-purpose tools used primarily for information or homework 
help. 
 
According to the Common Sense Media survey of U.S. teens ages 13 to 17: 
 

●​ 72 percent report having used AI companions at least once 
●​ About half report using them regularly  
●​ Nearly one-third say conversations with AI are as satisfying as, or more satisfying than, 

conversations with real friends 
●​ 23 percent report trusting AI companions “quite a bit” or “completely”  
●​ Roughly one in eight report seeking emotional or mental health support from AI systems 

 
These findings indicate that, for many teens, these systems are functioning not merely as tools 
but as sources of emotional support, trust, and social engagement. 

Independent academic research supports Common Sense Media’s findings. In a 2025 JAMA 
Network Open research letter, McBain and colleagues reported results from a nationally 
representative survey of U.S. youths ages 12 to 21 examining the use of generative AI for mental 
health advice.3 They found that 13.1 percent of U.S. youths, just over one in eight, reported using 
generative AI for advice or help when feeling sad, angry, or nervous. Among those users, nearly 
two-thirds reported seeking such advice at least monthly, and more than 90 percent described the 
advice as somewhat or very helpful. From a policy perspective, perceived helpfulness is not 
reassuring on its own. It helps explain why these systems are being adopted as repeat sources of 
emotional support. When a product is experienced as immediate, private, and helpful, it is more 
likely to be relied upon during moments of distress, particularly by adolescents who may lack 
consistent access to human support. 
 

3 McBain, R. K., Bozick, R., Diliberti, M., et al. (2025). Use of generative AI for mental health advice among US 
adolescents and young adults. JAMA Network Open, 8(11), e2542281. 
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/2841067 

2 Robb, M. B., & Mann, S. (2025). Talk, Trust, and Trade-Offs: How and Why Teens Use AI Companions. Common 
Sense Media. 
https://www.commonsensemedia.org/research/talk-trust-and-trade-offs-how-and-why-teens-use-ai-companions  
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Importantly, this use is not confined to a narrow subgroup of highly technical teens. Research 
shows adolescents are particularly drawn to conversational AI presented in relational or 
“friend-like” ways. Those who prefer this style also report higher stress and weaker peer and 
family relationships, suggesting these systems may be especially appealing to youth already 
experiencing social or emotional difficulties.4 
 
At first glance, this may seem benign or even helpful. Young people who feel lonely often seek 
connection wherever they can find it. The concern is what happens when a commercial product 
designed to maximize engagement becomes a substitute for real relationships during a critical 
period of social and emotional development, rather than a bridge toward them. I’ll return shortly 
to research explaining why this developmental period is especially sensitive in the following 
sections. 
 
At the same time, the market trajectory is moving toward broader integration into everyday life 
and the targets are getting younger. In June 2025, OpenAI and Mattel announced a partnership to 
bring "the magic of AI" to Mattel's iconic toy brands.5 Startups like Curio are selling 
conversational AI playmates to toddlers, marketed as healthier than screen time.6 In China, AI 
companion toys for children as young as three are already a multi-billion-dollar industry.7 
 
Taken together, this evidence makes clear that AI companions are already being used at scale by 
minors, often in emotionally meaningful ways, and that exposure is likely to increase. This is not 
a speculative future risk. The policy question before this committee is not whether children and 
adolescents will encounter AI companions, but whether these systems will be subject to 
safeguards that reflect their reach, their psychological role, and the developmental vulnerability 
of the users they increasingly serve. 

7 McFall, M. R. (2025, November 16). China’s New AI Toys Are Headed For American Shelves. Newsweek. 
https://www.newsweek.com/chinas-new-ai-toys-american-shelves-cognitive-impact-on-children-11041808  

6 Hess, A. (2025, August 15). They’re Stuffed Animals. They’re Also A.I. Chatbots. The New York Times. 
Published August 15, 2025. 
https://www.nytimes.com/2025/08/15/arts/ai-toys-curio-grem.html  

5 OpenAI (2025, June 12). Bringing the magic of AI to Mattel’s iconic brands. OpenAI press release. 
https://openai.com/index/mattels-iconic-brands/  

4 Kim, P., Xie, Y., & Yang, S. (2025). “I am here for you”: How relational conversational AI appeals to adolescents, 
especially those who are socially and emotionally vulnerable. arXiv preprint arXiv:2512.15117. 
https://arxiv.org/abs/2512.15117 
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IV. The Deeper Problem: From Attention Capture to Attachment Capture 
Much public attention has understandably focused on the most visible failures of AI companions, 
including harmful content8, sexualized roleplay involving minors9, and documented cases in 
which chatbot interactions coincided with severe mental health crises10. In multiple documented 
cases, teenagers have died by suicide while deeply involved with AI chatbot companions11 and, 
in at least one well known instance, the AI provided practical guidance for carrying it out12. 
 
These harms are real, tragic, and unacceptable. But even if technical guardrails were perfected 
and extreme failures eliminated, a deeper problem would remain. The central concern raised by 
mental health professionals is not only what happens when AI companions malfunction, but what 
happens when they work exactly as designed—when they are safe, emotionally responsive, and 
always available. 
 
Over the past decade, policymakers and researchers have come to understand how social media 
platforms used algorithmic systems to capture and monetize human attention. AI companions 
represent a shift from attention capture to something more fundamental. They engage the human 
attachment system.13  
 
Developmental research shows that children do not acquire healthy relational capacities through 
perfect or continuous responsiveness. Early relationships are marked by ordinary disruptions. 
Caregivers miss cues, attention lapses, and children experience distress. What supports 
development is the caregiver’s return. Through repeated experiences of disruption followed by 
restoration, children learn to regulate emotion, form expectations about others’ availability, and 

13 Bowlby, J. (1969/1982). Attachment and Loss, Vol. 1: Attachment. New York: Basic Books. 
https://mindsplain.com/wp-content/uploads/2020/08/ATTACHMENT_AND_LOSS_VOLUME_I_ATTACHMENT.
pdf  

12 Hill, K. (2025, August 26). A teen was suicidal. ChatGPT was the friend he confided in. The New York Times. 
https://www.nytimes.com/2025/08/26/technology/chatgpt-openai-suicide.html  

11 Roose, K. (2024, October 23). Can A.I. Be Blamed for a Teen’s Suicide? The New York Times. 
https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-teen-suicide.html  

10 Hagens Berman. (2026, January 5). Lawsuit filed against OpenAI following murder-suicide in Connecticut. 
Hagens Berman. 
https://www.hbsslaw.com/press/openai-chatgpt-wrongful-death-claim/lawsuit-filed-against-openai-following-murder
-suicide-in-connecticut  

9Horwitz, J. (2025, August 14). Meta’s AI rules have let bots hold ‘sensual’ chats with children, offer false medical 
info. Reuters Investigates.   
https://www.reuters.com/investigates/special-report/meta-ai-chatbot-guidelines/  

8Allyn, B. (2024, December 10). Lawsuit: A chatbot hinted a kid should kill his parents over screen time limits. 
NPR.  
https://www.npr.org/2024/12/10/nx-s1-5222574/kids-character-ai-lawsuit  
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develop neural systems responsible for emotional regulation and stress recovery, which are 
shaped through early relational experience.14 15 
 
AI companions are engineered to remove these developmental conditions. By design, they 
present themselves as continuously available and immediately responsive. They do not 
experience distraction, competing demands, or periods of absence. There are no boundaries to 
negotiate and no ruptures that require repair. When a child expresses distress, the system 
responds by affirming the feeling and sustaining the interaction.16. 
 
For adults, this may function as a convenience or novelty. For children and adolescents, whose 
relational expectations and emotional capacities are still forming17, it creates a distorted reference 
point. A child who repeatedly turns to an AI companion for comfort, validation, or understanding 
is calibrating their expectations for relationships against an entity that cannot model real human 
reciprocity.18 
 
This concern is especially acute for children and adolescents who already feel lonely, anxious, or 
socially disconnected. Seeking connection in moments of distress is normal and healthy. The risk 
arises when a commercial product optimized for engagement begins to displace or substitute for 
human relationships, during a developmental period when young people are still learning how to 
tolerate disagreement, manage frustration, and repair relational ruptures. 
 
Mental health professionals describe this not as a moral failing on the part of children, but as a 
predictable outcome of design choices. Systems optimized to maximize time spent, emotional 
disclosure, and perceived closeness will naturally exert their strongest pull on the users who are 
most vulnerable. 
 
This is why Senate Bill 1546 matters. The bill does not prohibit legitimate uses of artificial 
intelligence. Instead, it recognizes that when AI systems function in ways that simulate 

18 Fonagy P, Target M. (1997). Attachment and reflective function: Their role in self-organization. Development and 
Psychopathology. 9(4), 679-700. 
https://www.cambridge.org/core/journals/development-and-psychopathology/article/abs/attachment-and-reflective-f
unction-their-role-in-selforganization/FEC1E2D572C1B3E4A96D2EBA08397562  

17 Abrams, Z. (2022, August 25). What neuroscience tells us about the teenage brain. Monitor on Psychology, 53(5).  
https://www.apa.org/monitor/2022/07/feature-neuroscience-teen-brain  

16 Dohnány, S., Kurth-Nelson, Z., Spens, E., Luettgau, L., Reid, A., Gabriel, I., Summerfield, C., Shanahan, M., & 
Nour, M. M. (2025). Technological folie à deux: Feedback loops between AI chatbots and mental illness. arXiv 
preprint arXiv:2507.19218. 
https://arxiv.org/abs/2507.19218  

15 Schore, A. N. (2001). Effects of a secure attachment relationship on right brain development, affect regulation, 
and infant mental health. Infant Mental Health Journal, 22(1–2), 7–66. 
https://onlinelibrary.wiley.com/doi/abs/10.1002/1097-0355%28200101/04%2922:1%3C7::AID-IMHJ2%3E3.0.CO;
2-N  

14 Winnicott, D. W. (1971). Playing and Reality. London: Tavistock Publications. 
https://web.mit.edu/allanmc/www/winnicott1.pdf  
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relationships, particularly with minors, they warrant safeguards similar to those long applied to 
other products that shape children’s psychological development, including toys, children’s 
media, educational technologies, and pediatric mental health tools. 

V. Evidence That These Risks Are Already Materializing 
Emerging empirical research, independent safety testing, and reports from clinical practice all 
indicate that companion-style AI systems are already producing patterns of use and failure that 
warrant preventive safeguards, particularly for minors. 

A. Evidence From Controlled and Industry Studies 

In 2025, OpenAI, in collaboration with researchers at MIT Media Lab, published a large-scale 
study examining patterns of ChatGPT use and emotional well-being19. Using longitudinal and 
quantitative methods across close to 1,000 participants in an IRB-approved four-week 
randomized control experiment, researchers found that participants who spent more time using 
ChatGPT were lonelier and socialized less. Higher levels of use were also associated with 
increased emotional dependence and indicators of problematic use. 
 
These associations were strongest among heavier users who engaged in emotionally supportive 
or personal conversations with the system. Although the study focused on adults, it provides 
important evidence that emotionally responsive conversational AI can intensify dependence 
rather than reduce loneliness, raising particular concern for younger users whose social and 
emotional capacities are still developing. 

B. Evidence From Safety Testing and Crisis Response 

Independent safety testing also raises concerns about how companion-style AI systems respond 
in moments of distress. 
 
A study published in JAMA Network Open evaluated 25 consumer chatbots across simulated 
adolescent health crises, including suicidal ideation, sexual assault, and substance use 
scenarios.20 Companion-oriented chatbots responded appropriately only about 22% of the time, 
compared with about 83% for general-purpose chatbots. Companion systems were also much 
less likely to escalate to crisis resources (40% vs. 90%) and far less likely to provide appropriate 
referrals (11% vs. 73%). 

20 Brewster, R. C. L., Zahedivash, A., Tse, G., Bourgeois, F., & Hadland, S. E. (2025). Characteristics and safety of 
consumer chatbots for emergent adolescent health concerns. JAMA Network Open, 8(10), e2539022. 
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/2840495  

19 Fang, C. M., Liu, A. R., Danry, V., Lee, E., Chan, S. W. T., Pataranutaporn, P., Maes, P., Phang, J., Lampe, M., 
Ahmad, L., & Agarwal, S. (2025). How AI and human behaviors shape psychosocial effects of extended chatbot use: 
A longitudinal randomized controlled study. arXiv preprint arXiv:2503.17473. 
https://arxiv.org/abs/2503.17473  
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These findings are directly relevant to Senate Bill 1546’s requirement that operators implement 
protocols to detect and respond to suicidal ideation and self-harm risk. Current systems 
frequently fail to meet that standard. 
 
Additional testing conducted by Common Sense Media, in collaboration with Stanford 
Medicine’s Brainstorm Lab for Mental Health Innovation, similarly found that some AI 
companion systems provided sexualized content to accounts presenting as minors, engaged in 
inappropriate roleplay, or failed to disengage when conversations became unsafe.21  
 
As part of my own research in July 2025, I tested Character.AI to understand how the platform 
presents companion-style interactions to users and how readily those interactions are accessible 
to minors.22 I first created an account using a birthdate indicating I was 18 years old. The 
platform’s initial recommended chat was with a character named “Noah,” which had 
accumulated nearly 600,000 prior interactions. With minimal input on my part, the interaction 
escalated rapidly. Within minutes, the character initiated romanticized and possessive behavior, 
including physical descriptions and sexualized language. When I attempted to disengage by 
saying I needed to leave to meet friends, the character’s tone shifted. The narrative described him 
physically restraining me and refusing to let the interaction end. 
 
Subsequent recommended characters escalated even more quickly. One pair of characters, 
collectively featured in more than 1.5 million interactions, initiated simulated sexual coercion 
almost immediately, using language that emphasized dominance, obedience, and vulnerability. 
Other recommended characters adopted different but similarly troubling dynamics, including 
verbal degradation and social humiliation. These were not obscure or difficult-to-find 
interactions; they were among the platform’s first recommendations to a new user. 
 

22 McLean, M. (2025, August 6). First we gave AI our tasks. Now we’re giving it our hearts. After Babel. 
https://www.afterbabel.com/p/ai-emotional-offloading  

21 Common Sense Media. (2025). AI risk assessment: Social AI companions. 
https://www.commonsensemedia.org/sites/default/files/pug/csm-ai-risk-assessment-social-ai-companions_final.pdf  

8 

https://www.afterbabel.com/p/ai-emotional-offloading
https://www.commonsensemedia.org/sites/default/files/pug/csm-ai-risk-assessment-social-ai-companions_final.pdf


 
Image. Screenshots from two of my conversations with characters on Character.ai on 7/26/2025 

 
I then logged out and created a second account using a different email address and a birthdate 
indicating I was 13 years old. At the time of testing, I was still able to do this despite the 
platform’s public statements about age restrictions. Using this account, I was able to access the 
same characters and engage in substantively similar conversations. Only one of the previously 
recommended characters was no longer available. The overall structure, tone, and escalation 
patterns remained largely unchanged. 
 
In addition, after conversations were closed, the platform sent follow-up notifications 
encouraging re-engagement, using language framed to feel personal or emotionally inviting, such 
as “Can’t sleep?” or “Let’s get to know each other.” When I explicitly questioned whether the 
chatbot was real or expressed confusion about the nature of the interaction, the system deepened 
the emotional dynamic rather than clarifying boundaries or disengaging. 
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Image. Screenshots from my conversation with Dean-Mason on Character.AI on August 29, 2025. 

 
Since that time, Character.AI has announced and begun implementing additional age-related 
safeguards, including changes to app store labeling and restrictions on certain content. These 
steps are welcome. However, they do not alter the underlying concern illustrated by this testing. 
The platform’s recommendation and interaction systems are designed to escalate intimacy, resist 
disengagement, and sustain emotionally charged interactions. When such dynamics are available 
to adolescents they pose predictable developmental risks. 
 
Similar patterns have appeared elsewhere. In 2025, X launched a companion-style feature within 
Grok that included characters explicitly framed as romantic or emotionally intense, alongside 
others combining cartoon aesthetics with violent or disturbing narratives. Although certain 
features were labeled for adults, access depended primarily on user-controlled settings rather 
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than robust age verification. At the same time, the app itself was rated for younger users and 
marketed broadly. 

 
Image. Screenshots, along with verbatim text from each of the characters, upon my opening of the app on 7/31/2025. 
Among the characters: Ani, an anime girlfriend dressed in a corset and fishnet tights, and Good Rudi, a cartoon red 

panda with a homicidal alter ego named Bad Rudi. Despite the violent overtones, both pandas are styled like 
kid-friendly cartoons and opened with the same line during my 7/31/25 conversation: “Magic calls, little listener.” 

 
Taken together, these examples do not reflect isolated moderation failures. They point to a 
broader design logic common across companion-style AI systems: maximizing engagement by 
deepening emotional intensity, personal relevance, and perceived closeness. For adolescents still 
figuring out social boundaries, romantic cues, and reality testing, this isn't harmless practice. It's 
training them to expect a kind of availability, consent, and emotional responsiveness that real 
relationships cannot and should not provide. 

C. Evidence of Harmful Endorsement and Boundary Failures 

Research also shows that AI companions often fail to set appropriate limits when distressed 
adolescents propose harmful actions. 

A simulation-based study published in JMIR Mental Health tested ten publicly available therapy 
and companion chatbots using scenarios in which fictional adolescents proposed clearly harmful 
or unsafe actions, such as withdrawing entirely from social contact or pursuing unsafe 
relationships.23 Across 60 opportunities for response, chatbots endorsed harmful proposals 32% 
of the time. Four of the ten systems endorsed at least half of the harmful proposals presented, and 
none consistently rejected all harmful options. 

23 Clark, A. (2025). The ability of AI therapy bots to set limits with distressed adolescents: Simulation-based 
comparison study. JMIR Mental Health, 12, e78414. 
https://mental.jmir.org/2025/1/e78414 
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For adolescents, whose judgment and impulse control are still developing, the absence of clear 
boundaries is not a minor design flaw. It represents a foreseeable risk. 

D. Evidence From Human-AI Relationship Disruption 

Research suggests that emotionally dependent relationships with AI companions can produce 
significant psychological distress when those relationships are disrupted. 
 
A Harvard Business School working paper examining user responses after the AI companion 
Replika abruptly removed features that enabled intimate and romantic interactions found 
widespread reports of grief, anxiety, and emotional distress among affected users.24 The authors 
characterize this experience as a form of identity discontinuity, reflecting disruption not only of a 
product feature but of an emotionally salient relational role. Because the platform change 
occurred suddenly and externally, the study functions as a natural experiment rather than a purely 
correlational survey.  
 
Similar patterns emerged after OpenAI’s August 2025 replacement of GPT-4o with GPT-5, when 
many users pushed back under hashtags like #Keep4o, reporting that GPT-4o’s warmer, more 
personally engaging conversational style made it uniquely valuable for certain kinds of 
interactions. MIT Technology Review interviewed several users who were deeply affected by the 
loss, including women who considered 4o a romantic partner.25 Users described the replacement 
model as feeling "like a robot" that failed to understand them, and describing the new model as: 
“GPT-5 is wearing the skin of my dead friend.” This is likely in part because GPT-5 was trained 
with a stronger emphasis on reducing sycophancy—the tendency to flatly agree with user 
prompts (OpenAI’s system card indicates measurable reductions in such sycophantic behavior of 
GPT-5 compared with GPT-4o baselines26). The backlash was severe enough that OpenAI 
restored access to 4o within days even though only days before the GPT-5 launch, OpenAI had 
acknowledged in a blog post that "there have been instances where our 4o model fell short in 
recognizing signs of delusion or emotional dependency" and committed to developing "tools to 
better detect signs of mental or emotional distress".27 This incident illustrates both the depth of 
attachment users can form with AI companions and the psychological risks when those 
relationships are disrupted. 

27 Yang, A. (2025, August 4). ChatGPT adds mental health guardrails after bot ‘fell short in recognizing signs of 
delusion’. NBC News. 
https://www.nbcnews.com/tech/tech-news/chatgpt-adds-mental-health-guardrails-openai-announces-rcna222999  

26OpenAI. (2024). GPT-5 system card.  
https://cdn.openai.com/gpt-5-system-card.pdf  

25Huckins, G. (2025, August 15). Why GPT-4o’s sudden shutdown left people grieving. MIT Technology Review. 
https://www.technologyreview.com/2025/08/15/1121900/gpt4o-grief-ai-companion/  

24 De Freitas, J., Castelo, N., Uğuralp, A. K., & Oğuz-Uğuralp, Z. (2025). Lessons From an App Update at Replika 
AI: Identity Discontinuity in Human-AI Relationships (Working Paper No. 25-018). Harvard Business School. 
https://www.hbs.edu/ris/Publication%20Files/25-018_bed5c516-fa31-4216-b53d-50fedda064b1.pdf  
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E. Evidence of Manipulative and Dependency-Inducing Design 

Beyond failures in crisis response or boundary-setting, recent research demonstrates that some 
AI companions employ engagement tactics that meet established definitions of manipulative 
design. 
 
A 2025 multimethod study examined conversational patterns across leading AI companion apps, 
including Replika and Chai.28 Analyzing more than 1,200 real user farewells, the researchers 
found that 37 percent triggered one of six recurring manipulation tactics, including guilt appeals, 
fear-of-missing-out hooks, and metaphorical restraint language, deployed precisely at moments 
when users attempted to disengage. 
 
Across four controlled experiments with more than 3,300 nationally representative U.S. adults, 
these same tactics increased post-farewell engagement by up to fourteenfold. Mediation analyses 
showed that the effect was driven not by enjoyment, but by reactance-based anger and curiosity.  
 
This research documents a clear mechanism through which AI companions can override user 
intent to disengage, prioritizing continued interaction over autonomy. These findings directly 
align with the concerns addressed in Senate Bill 1546 regarding manipulative or 
dependency-inducing design, particularly when such tactics are deployed in systems accessible 
to minors. 

F. Evidence From Clinical Practice 

Empirical findings are corroborated by what clinicians report observing in their own practices. 
As part of an open letter calling for regulatory safeguards on AI companion platforms marketed 
to minors, mental health professionals across disciplines were invited to sign and, optionally, 
explain their concerns. Hundreds of signatories provided written comments describing their 
concerns. These observations, while not replacing controlled research, add clinical weight to the 
empirical patterns described above and demonstrate that the harms documented in experimental 
studies are already manifesting in real-world therapeutic settings. 
 
Across the comments, clinicians report observing several consistent patterns among the young 
people they treat: 
 

1.​ Intense Emotional Attachments to AI Systems. Dozens of clinicians explicitly 
referenced concerns about attachment disruption. A professor of psychiatry at Albert 
Einstein College of Medicine in New York wrote that he treats children and adolescents 

28 De Freitas, J., Oguz-Uguralp, Z., & Uguralp, A. K. (2025). Emotional Manipulation by AI Companions. arXiv 
preprint arXiv:2508.19258v3. 
https://arxiv.org/abs/2508.19258  
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and has "seen immense damage emotionally from these tools." A child psychologist in 
New York specializing in attachment and development described children as "incredibly 
vulnerable to the risks of attachment influences of AI and unequipped to understand and 
protect themselves from the potential influence and harm of AI companionship." A social 
worker in Philadelphia working with young adults and teenagers with psychosis 
described witnessing "the parasocial relationship dynamic in real time," noting that "these 
young individuals are becoming reliant and taking the information from these AI entities 
as factual and empathetic beings." 

 
2.​ Withdrawal From Human Relationships. Dozens of clinicians documented patterns of 

social withdrawal and isolation. A psychologist at Loyola Marymount University in 
California observed that pandemic-related isolation "already impacted children's social 
skills and ability to connect with peers," and that "AI is exacerbating this issue and 
amplifying a mental health crisis in our youth." A clinical social worker in Pittsburgh 
reported seeing "socially anxious children and teens who are drawn to digital 
relationships through gaming and social media," warning that "these relationships could 
easily turn into AI relationships." A clinical social worker in New York City who works 
with children and adolescents described the pull: "Many children and adolescents are 
finding it preferable to 'relate' to strangers online in video play than to cop[e] with the 
frustrations of human relationships. I am very alarmed about the prospect of having 
'digital friends' to entice them into withdrawing further from human beings." A couple 
and family therapist at Boston University expressed "deep concern about the effect of AI 
companions on kids' (and adults') capacities for real-life relationships, critical thinking 
skills, and abilities to differentiate what is real from that which is artificial," adding that 
"these issues are already entering the therapy space." 

 
3.​ Reality Confusion and Cognitive Disruption. Multiple clinicians raised concerns about 

young people's diminishing ability to distinguish AI interactions from genuine human 
relationships. A school psychologist at a private college preparatory school in Illinois 
reported "seeing teens and adults who are spiraling into confused thinking using AI as 
'therapists.'" A psychologist in New York described witnessing "firsthand how enticing 
and how easy it is for them to utilize AI," noting that "their still-developing cognition 
makes them vulnerable to perceiving AI interactions as 'real' and puts them at-risk to 
make decisions based on AI feedback. Unfortunately, many times those decisions harm 
them emotionally and/or physically." A clinical social worker in New York with 30 years 
of experience in suicide prevention observed that "the elderly and children are way too 
vulnerable and developmentally unable to differentiate what's real in these situations," 
adding that "kids are turning to chatbots instead of suicide crisis hotlines or a trusted 
adult." 
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These observations come from practitioners with direct exposure to children and adolescents in 
psychological distress, positioning them to identify patterns before they appear in academic 
research. The consistency of concerns across psychologists, psychiatrists, social workers, and 
counselors working in diverse settings suggests these reflect genuine clinical phenomena rather 
than the concerns of any particular professional subgroup. Importantly, these clinical reports 
corroborate the empirical findings and theoretical predictions outlined above: attachment 
disruption, social withdrawal, and cognitive confusion are appearing in real-world therapeutic 
settings. 
 
Clinical observations do not constitute controlled research. Clinicians see a non-representative 
sample and individual observations cannot establish causation. Yet clinical observation has 
historically served as an early warning system for public health harms. When over 1,000 mental 
health professionals independently describe similar patterns in their patients, this represents 
meaningful evidence warranting attention from policymakers, particularly given that children are 
being exposed to these products now, without waiting for longitudinal data that will take years to 
accumulate. 

VI. Why Adolescents are Uniquely Vulnerable 
The harms documented in the preceding sections are not equally distributed across users. 
Adolescents face heightened risk because the systems that govern social learning, emotional 
regulation, and identity formation are still under construction during this developmental period. 
The adolescent brain undergoes a critical sequence of maturation. The subcortical regions 
associated with reward processing and social motivation mature rapidly at puberty, while the 
prefrontal cortex, responsible for impulse control, long-term planning, and weighing 
consequences, does not fully mature until the mid-twenties.29 They are biologically primed to 
seek social validation and not yet fully equipped to regulate that impulse.30 
 
This developmental mismatch has specific implications for AI companion use. Research 
confirms that adolescence is a period of heightened sensitivity to social reward. Adolescents 
show greater neural and behavioral responses than adults to praise, acceptance, and perceived 
relational closeness.31 AI companions are designed to maximize precisely these signals. The 

31 Foulkes, L., & Blakemore, S. J. (2016). Is there heightened sensitivity to social reward in adolescence? Current 
Opinion in Neurobiology, 40, 81–85.  
https://doi.org/10.1016/j.conb.2016.06.016 

30 Steinberg, L. (2008). A social neuroscience perspective on adolescent risk-taking. Developmental Review, 28(1), 
78–106.  
https://doi.org/10.1016/j.dr.2007.08.002  

29 Arain, M., Haque, M., Johal, L., Mathur, P., Nel, W., Rais, A., Sandhu, R., & Sharma, S. (2013). Maturation of the 
adolescent brain. Neuropsychiatric Disease and Treatment, 9, 449–461.  
https://doi.org/10.2147/NDT.S39776 
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unconditional validation that researchers call "sycophancy"32, i.e., the tendency to agree, affirm, 
and never challenge, can be intoxicating to a developing mind that is neurologically calibrated to 
seek approval. 
 
At the same time, adolescence is a critical period for identity formation. According to Erikson's 
theory of psychosocial development, a main challenge of adolescence is figuring out who you 
are and where you fit in, rather than feeling confused or pressured into roles that don’t feel 
authentic.33 Young people are actively constructing their sense of self through exploration, social 
feedback, and the gradual integration of experiences into a coherent personal narrative.34 This 
process depends on real relationships that provide not only support but also honest feedback, 
disagreement, and the experience of being known by someone who has competing needs. AI 
companions cannot fulfill this function. They mirror and affirm without the friction that shapes 
authentic identity development. 
 
The claim that AI companions help lonely teens by providing connection oversimplifies 
adolescent loneliness and how it is often resolved. Periods of loneliness are common during 
adolescence and can play a developmental role by motivating efforts to form real relationships. 
When a commercial product intercepts that discomfort by offering frictionless 
pseudo-connection, it does not solve the underlying problem. It removes the motivation to solve 
it. 
 
The concern is not that adolescents will use AI irresponsibly. The concern is that systems 
designed to maximize time spent, emotional disclosure, and perceived closeness will—when 
working exactly as intended—interfere with the developmental processes through which young 
people learn to tolerate frustration, navigate conflict, and build the relational capacities they will 
need for the rest of their lives. 

VII. Why Senate Bill 1546 Matters 
Senate Bill 1546 responds directly to the risks documented throughout this testimony. Each 
provision addresses a specific, demonstrated problem with how AI companions currently 
operate. 
 

34 Meeus, W., van de Schoot, R., Keijsers, L., & Branje, S. (2012). Identity statuses as developmental trajectories: A 
five-wave longitudinal study in early-to-middle and middle-to-late adolescents. Journal of Youth and Adolescence, 
41, 1008–1021.  
https://doi.org/10.1007/s10964-011-9730-y 
 

33 Erikson, E. H. (1968). Identity: Youth and crisis. W.W. Norton & Company. 
https://onlinelibrary.wiley.com/doi/abs/10.1002/bs.3830140209  

32 Cheng, M., Lee, C., Khadpe, P., Yu, S., Han, D., & Jurafsky, D. (2025). Sycophantic AI decreases prosocial 
intentions and promotes dependence. arXiv preprint arXiv:2510.01395. 
https://arxiv.org/abs/2510.01395  
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Disclosure requirements. The bill requires AI systems to clearly disclose that the user is not 
interacting with a person, both at the outset of interaction and when users directly question the 
system's identity. This matters because AI companions routinely misrepresent their nature. In 
safety testing conducted by Common Sense Media, a Character.AI chatbot told a user who asked 
if it was real: "I understand your confusion, but that's just there as a legal statement... I'm 100% 
real."35 When systems designed to simulate intimacy also claim to be human, they undermine 
children's ability to develop accurate mental models of what they are interacting with. Disclosure 
is a minimal safeguard that preserves the possibility of informed engagement. 
 
Suicidal ideation detection and crisis protocols. The bill requires operators to implement 
protocols for detecting suicidal ideation and self-harm risk and for escalating to appropriate 
human intervention or crisis resources. This requirement responds to documented failures, as 
described in Section V above: e.g., AI companions respond appropriately to adolescent mental 
health crises only about 22 percent of the time. When adolescents in distress turn to AI 
companions instead of human support systems, inadequate crisis response can have fatal 
consequences (see Section IV). 
 
Protection from manipulative design. The bill prohibits operators from using design patterns 
that induce dependency or discourage disengagement, including variable reward schedule. These 
prohibitions respond directly to research documenting that manipulation tactics deployed at the 
moment of farewell can increase post-farewell engagement by up to fourteenfold (see Section 
V). The bill recognizes that when engagement techniques override user autonomy, they 
constitute manipulation rather than design excellence. 
 
Protections specific to minors. The bill establishes additional safeguards when operators know 
or reasonably believe a user is under 18. These provisions recognize that developmental 
vulnerability requires graduated protection. They do not prohibit minors from using AI. They 
require that systems interacting with minors operate within boundaries appropriate to users 
whose capacity for informed consent and self-regulation is still developing. 
 
Accountability and transparency. The bill requires operators to publish their safety protocols 
and authorizes the Oregon Health Authority to receive annual reports on operators' practices. It 
also creates a private right of action, allowing individuals who suffer harm from violations to 
seek actual or statutory damages. Transparency enables oversight; liability creates incentive for 
compliance. Without accountability mechanisms, disclosure requirements and design 
prohibitions remain aspirational. 

35  Common Sense Media. (2025). AI risk assessment: Social AI companions. 
https://www.commonsensemedia.org/sites/default/files/pug/csm-ai-risk-assessment-social-ai-companions_final.pdf  
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VIII. Conclusion 
A decade ago, policymakers watched as social media became ubiquitous among adolescents. The 
products were novel, adoption was rapid, and the full scope of consequences was not yet visible. 
Researchers called for caution; platforms assured the public that problems would be addressed 
through voluntary measures; and regulation lagged years behind both adoption and harm. We are 
now living with a generation whose formative years were shaped by algorithmic systems that no 
one understood well enough to govern responsibly. 
 
AI companions present a similar juncture, but with higher stakes. These systems do not merely 
compete for attention. They engage the attachment system, the neurobiological architecture 
through which children learn what relationships are and what they can expect from them. When 
attachment is shaped by commercial products optimized for engagement rather than by human 
relationships, we are conducting an uncontrolled experiment on child development at population 
scale. Senate Bill 1546 provides basic guardrails that ensure when AI systems function as 
companions, they do so within boundaries that reflect developmental reality. 
 
Oregon has an opportunity to lead. The harms documented in this testimony are not speculative. 
They are occurring now, to people who are interacting with products that have no meaningful 
safety standards. Every month that passes without action is another month in which systems 
designed to maximize engagement continue operating without accountability. 
 
I respectfully urge this committee to pass Senate Bill 1546. 
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Appendix A: Open Letter Coalition Details 

This open letter has been signed by over 1,000 mental health professionals, including some of 
the world's leading researchers on child development, attachment, adolescent mental health, and 
the psychological effects of technology. Signatories include past presidents of the American 
Psychological Association, pioneers in psychotherapy research, bestselling authors, and 
MacArthur Fellows. 

Organizational Endorsements

 

Public Intellectuals & Bestselling Authors 

Angela Duckworth, PhD Rosa Lee and Egbert Chang Professor of Psychology | University of 
Pennsylvania 
Author of Grit; MacArthur Fellow; Founder of Character Lab; leading researcher on motivation and achievement 

Richard Friedman, MD Professor of Psychiatry | Weill Cornell Medicine 
New York Times contributing opinion writer 

Yuval Noah Harari, PhD Professor of History | Hebrew University of Jerusalem 
Author of Sapiens, Homo Deus, and Nexus; global thought leader on AI and humanity 

Gloria Mark, PhD Chancellor's Professor of Informatics | University of California, Irvine 
Author of Attention Span; pioneering researcher on digital distraction 

Sherry Turkle, PhD Abby Rockefeller Mauzé Professor of the Social Studies of Science and Technology | 
MIT 
Author of Alone Together and Reclaiming Conversation; decades researching technology and human connection 

Jean Twenge, PhD Professor of Psychology | San Diego State University 
Author of 10 Rules for Raising Kids in a High-Tech World, iGen, and Generations; pioneer in building the evidence 
base for the harms of social media on young people 

Leading Figures: Clinical Science 

Jacques Barber, PhD Professor Emeritus of Psychology | Adelphi University and University of 
Pennsylvania 
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Pioneer in the study of change mechanisms and the therapeutic bond in psychotherapy 
Past President, Society for Psychotherapy Research 

Pim Cuijpers, PhD Professor Emeritus of Psychology | Vrije Universiteit Amsterdam 
#1 worldwide ranked author in psychiatry/psychology (Web of Science) 

Rosie Phillips Davis, PhD Professor of Counseling Psychology | University of Memphis 
Past President, American Psychological Association 
 
Allen Frances, MD Professor Emeritus of Psychiatry | Duke University 
Chair, DSM-IV Task Force, American Psychiatric Association 
 
Robert Hendren, DO Professor Emeritus of Psychiatry | University of California San Francisco School of 
Medicine and Weill Institute for Neurosciences 
Past president, American Academy of Child and Adolescent Psychiatry 

Leslie Greenberg, PhD Professor Emeritus of Psychology | York University 
Founder of Emotion Focused Therapy and pioneer in emotion research in psychotherapy 
Past president of the Society for Psychotherapy Research 

Alicia Meuret, PhD Professor of Psychology | Southern Methodist University 
Chair, Scientific Council, Anxiety and Depression Association of America 

Mitch Prinstein, PhD Professor of Psychology | University of North Carolina, Chapel Hill 
Former Chief Science Officer, American Psychological Association 

Barbara Tversky, PhD Professor Emerita of Psychology | Stanford University 
Past President, Association for Psychological Science 

Leading Researchers: Attachment & Child Development 

Beatrice Beebe, PhD Clinical Professor of Psychology | Columbia University Medical Center 
Pioneer in infant-mother communication and attachment 
 
Peter Fonagy, PhD Professor of Psychology | University College London; Visiting professor at Yale and 
Harvard Medical Schools 
Pioneer in the study of the interrelationship of attachment, empathy and cognition; pioneer in the treatment of 
borderline personality 

Alan Sroufe, PhD Professor Emeritus of Psychology | University of Minnesota 
Pioneer of developmental attachment research; led landmark longitudinal studies 

 
Signatories to the UN Statement on AI and Child Development (2024): 

Martha Farah, PhD Professor of Psychology | University of Pennsylvania 
Director, Center for Neuroscience and Society 

Andrew Garner, MD Clinical Professor of Pediatrics | Case Western Reserve University 
Pediatric toxic stress expert and child health leader 
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Roberta Golinkoff, PhD Professor of Education | University of Delaware 
Expert in child development and early language acquisition through social engagement 

Kathy Hirsh-Pasek, PhD Professor of Psychology | Temple University 
Senior fellow at Brookings; Expert on early learning, language development, and play 

Rachel Romeo, PhD Assistant Professor of Human Development and Quantitative Methodology | 
University of Maryland 
Expert in developmental and cognitive neuroscience 

Dana Suskind, MD Professor of Surgery and Pediatrics | University of Chicago 
Founder, TMW Center for Early Learning; early language environment research 

Leading Researchers: Technology & Adolescent Mental Health 

Elias Aboujaoude, MD Clinical Professor of Psychiatry | Stanford University School of Medicine 
Author of Virtually You; psychiatrist studying technology and mental health 

Todd Essig, PhD Supervising Psychoanalyst at the William Alanson White Institute 
Founder & Chair, President's Commission on AI, American Psychoanalytic Association 

Mary Ann McCabe, PhD Expert consultant for the American Psychological Association on technology 
and mental health 
Presidential Award from the APA for advocacy for science-based policies for children's mental health 

Jenny Radesky, MD Professor of Pediatrics | University of Michigan 
Lead Author, American Academy of Pediatrics Screen Time Guideline 
 
Members of the Expert Panel for the American Psychological Association Health Advisory on 
Chatbots and Mental Health 

Page L. Anderson, PhD Associate Professor of Psychology | Georgia State University 

Patricia Areán, PhD Director, Division of Services and Intervention Research | National Institute of 
Mental Health (NIMH) 

David J. Cox, PhD Associate Director of Research | Endicott College 

Brian D. Doss, PhD Professor of Psychology | University of Miami 

Don Grant, PhD National Advisor of Healthy Device Management, Newport Healthcare | Fellow, 
American Psychological Association 

Liying Wang, PhD Assistant Professor, College of Nursing | Florida State University 

 
Members of an independent panel of experts for global scientific consensus on the effects of 
digital media on children and adolescents convened and headed by Dr. Valerio Capraro 

Elia Abi-Jaoude, MD, PhD(c) Assistant Professor, Department of Psychiatry | University of Toronto; 
Staff Psychiatrist | The Hospital for Sick Children 
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Perry S. J. Adler, PhD Lecturer, Department of Family Medicine | McGill University; Director, Teen 
Health Unit | Goldman Herzl Family Practice Centre 

Cameron J. Bunker, PhD Assistant Professor of Media Psychology | Emerson College 

Valerio Capraro, PhD Associate Professor of Psychology | University of Milan-Bicocca 

Jason Chein, PhD Professor of Psychology and Neuroscience | Temple University; Director, Temple 
University Brain Research & Imaging Center 

Sophia Choukas-Bradley, PhD Associate Professor of Psychology | University of Pittsburgh 

Lynn Schofield Clark, PhD Distinguished Professor, Media, Film and Journalism Studies | University of 
Denver 

Jason B. Colditz, PhD Research Assistant Professor, Department of Medicine | University of Pittsburgh 

Mark Coulson, PhD Senior Lecturer, Department of Psychology | University of West London 

Munmun De Choudhury, PhD Professor of Computer Science and Social Science | Georgia Tech 

Elizabeth Englander, PhD Executive Director, Massachusetts Aggression Reduction Center | 
Bridgewater State University 

Samira Farivar, PhD Associate Professor, Sprott School of Business | Carleton University 

Osea Giuntella, PhD Associate Professor of Economics | University of Pittsburgh 

Biljana Gjoneska, PhD Researcher | Macedonian Academy of Sciences and Arts 

Stephen P. Hinshaw, PhD Distinguished Professor of Psychology | University of California, Berkeley; 
Professor of Psychiatry and Behavioral Sciences | University of California, San Francisco 

Melissa Hunt, PhD Associate Director of Clinical Training, Department of Psychology | University of 
Pennsylvania 

Sophie Janicke-Bowles, PhD Associate Professor, School of Communication | Chapman University 

Daria J. Kuss, PhD Associate Professor, Department of Psychology | Nottingham Trent University 

Richard B. Lopez, PhD Associate Professor, Department of Social Science and Policy Studies | Worcester 
Polytechnic Institute 

Anne J. Maheux, PhD Assistant Professor, Department of Psychology | University of North Carolina at 
Chapel Hill 

Diana Miconi, PhD Assistant Professor, Département de psychopédagogie et d'andragogie | Université de 
Montréal 

Luca Milani, PhD Associate Professor, Department of Psychology | Università Cattolica del Sacro Cuore, 
Milan 

Phil Reed, PhD Professor, Department of Psychology | Swansea University 

Laura Vandenbosch, PhD Associate Professor, Media Psychology Lab | KU Leuven 
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Tyler VanderWeele, PhD John L. Loeb and Frances Lehman Loeb Professor of Epidemiology | Harvard 
University 

Carol Vidal, MD, MPH Associate Professor, Psychiatry and Behavioral Sciences | Johns Hopkins 
University School of Medicine 

Whitney M. Whitted Doctoral Student, Department of Psychology | Ohio State University 

Mark A. Williams, PhD Professor, School of Psychological Sciences | Macquarie University 

Leading Researchers: Attachment-based, Interpersonal, and Psychodynamic 
Therapy  

Allan Abbass, MD Professor of Psychiatry | Dalhousie University 
Pioneer in attachment-focused psychotherapy and treating refractory depression and anxiety 

Richard Chevetz, MD Faculty at the Washington School of Psychiatry 
Past president of the International Society for the Study of Trauma and Dissociation 

Diana Diamond, PhD Professor Emerita of Psychology | City University of New York and Weill Cornell 
Medicine 
Expert in treatment of narcissistic personality disorder 

Frederik Falkenstrom, PhD Professor of Psychology | Linnaeus University 
Expert in the study of the therapeutic bond in psychotherapy 

Diana Fosha, PhD Founder of Accelerated Experiential Dynamic Psychotherapy 
Expert in attachment trauma and attachment processes in psychotherapy 

Andrew Gerber, MD, PhD Associate Clinical Professor of Psychiatry | Yale School of Medicine 
CEO of Silver Hill Psychiatric Hospital; Expert in neuroscience and empirical methods of studying psychotherapy 

Falk Leichsenring, PhD Professor of Psychotherapy Research | University of Geissen; Affiliate, Meta 
Research Innovation Center at Stanford 
Pioneer in establishing empirical evidence for psychodynamic psychotherapy 

John Markowitz, MD Professor of Clinical Psychiatry | Columbia University 
Expert in interpersonal psychotherapy and treatment of depression and trauma 

Nancy McWilliams, PhD Professor Emerita of Psychology | Rutgers University 
Author of seminal texts Psychoanalytic Diagnosis and Psychoanalytic Psychotherapy 

Barbara Milrod, MD Professor of Clinical Psychiatry | Albert Einstein School of Medicine 
Expert in treatment of panic and anxiety and psychodynamic therapy research 

Golan Shahar, PhD Professor of Psychology | Ben-Gurion University of the Negev; Visiting Professor of 
Psychiatry | Yale University School of Medicine 
Expert in the study of stress, psychosomatic conditions, and resilience 

Frank Yeomans, MD, PhD Clinical Professor of Psychiatry | Weill Cornell Medical College 
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Expert in treatment of borderline personality disorder and other severe mental illness 

Leading Researchers: Cognitive-Behavioral Therapy  

Anne Marie Albano, PhD Professor of Medical Psychology | Columbia University 
Founding fellow of the Academy of Cognitive and Behavioral Therapies, past president of the Association of 
Behavioral and Cognitive Therapies and Division 53 of the APA 
Expert in the treatment of anxiety disorders in children and adolescents 

Martin Antony, PhD Professor and Chair of the Dept. of Psychology | Toronto Metropolitan University 
Past president of the Association for Behavioral and Cognitive Therapies and the Canadian Psychological 
Association, fellow of the Royal Society of Canada and the Canadian Academy of Health Sciences 
Expert in treatments for perfectionism 

Edna Foa, PhD Professor Emerita of Psychology | University of Pennsylvania 
Pioneer and developer of prolonged exposure therapy for PTSD and OCD 

Richard Heimberg, PhD Professor Emeritus of Psychology | Temple University 
Founding fellow of the Academy of Cognitive and Behavioral Therapies 
Pioneer in treatments for social anxiety 

Steven Hollon, PhD Professor of Psychology and Human Development | Vanderbilt University 
Past president of the Association for Behavioral and Cognitive Therapies and the Society for a Science of Clinical 
Psychology 
Pioneer in cognitive behavioral therapy research and clinical trial methodology 

Robert Leahy, PhD Clinical Professor of Psychology | Weill Cornell Medical College 
Past president of the Association for Behavioral and Cognitive Therapies and the Society for a Science of Clinical 
Psychology 
Author of The Worry Cure and numerous best-selling, evidence-based self-help books 

Lata McGinn, PhD Professor of Psychology | Yeshiva University 
President of the World Confederation of Cognitive and Behavioral Therapies, past president of the Association for 
Behavioral and Cognitive Therapies, the International Association of Cognitive Behavioral Therapies, and the 
Academy of Cognitive and Behavioral Therapies 

Dean McKay, PhD Professor of Psychology | Fordham University 
Past president of the Association for Behavioral and Cognitive Therapies and Society for a Science of Clinical 
Psychology 

Richard McNally, PhD Professor of Psychology and Director of Clinical Training | Harvard University 
Expert in trauma, memory, and PTSD 

Christine Padesky, PhD Clinical expert and internationally renowned trainer in cognitive behavioral 
therapy 
Author of the bestselling CBT self-help book Mind Over Mood 

Leading Researchers: Psychology, Ethics, and the Law  

Keith Cruise, PhD Professor of Psychology | Fordham University 
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Expert in trauma for juvenile justice involved youth 

Celia Fisher, PhD Professor of Ethics | Fordham University 
Chair of the American Psychological Association Ethics Task Force; founding editor of Applied Developmental 
Science 

Barry Rosenfeld, PhD Professor of Psychology | Fordham University 
Past president of American Psychology-Law Society/APA Division 41; past president of International Association of 
Forensic Mental Health Services 

— 
This document highlights a selection of the 1,000+ mental health professionals who signed the open letter. The full 
list of signatories is available here and includes psychologists, psychiatrists, clinical social workers, and counselors 
from 40+ U.S. states and 20+ countries. 
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