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Mental Health Professionals Are Sounding
the Alarm on AI Companions for Children

Mental Health
Professionals Speak Out

Over 1,000 psychologists,
psychiatrists, social workers,

counselors, and academics have 
signed an open letter calling

for regulatory safeguards on AI
companions for minors.

Diverse Representation
The signatories span more than
40 U.S. states, including Oregon, 

and 20 countries, indicating a
widespread concern.

Concern Across 
Disciplines

The letter is signed by
leading researchers and

scholars in fields such as child
development, attachment,

adolescent mental health, and 
the psychological effects of 

technology.



AI Companion Use Among
Adolescents (Ages 13–17)

72%

Have used AI
companions

52%

Are regular
users 

31%

Find AI as
satisfying (or more) 

than talking to
people

Talk, Trust, and Trade-Offs: How and Why Teens Use AI Companions. Common Sense Media, 2025. 



The Deeper Problem
Over the past decade, we learned how social media
captured human attention.

AI companions do something more fundamental.
They engage the human attachment system.



Evidence That These
Risks Are Already

Materializing
● From increased loneliness and dependence to dangerous

failures in crisis response and boundary violations, these risks
are already materializing.

● Clinical professionals are reporting concerning patterns of
attachment, social withdrawal, and reality confusion in their
patients.

● It's clear that regulatory action is urgently needed to protect
minors from the harmful effects of AI companions.

Table 2 from: Clark, A. (2025). The ability of AI therapy bots to set limits with distressed adolescents. JMIR Mental Health.
Figure 2 from: De Freitas, J., Oguz-Uguralp, Z., & Uguralp, A. K. (2025). Emotional Manipulation by AI Companions. arXiv preprint.



Why Adolescents are Uniquely Vulnerable

Adolescent Brains Are
Tuned for Social Reward

Self-Regulation Systems
Are Still Developing

AI Companions Amplify
Validation Sensitivity
Through Sycophantic

Design

Frictionless “Connection”
Disrupts Social
Development



Why Senate Bill 1546 Matters

● Disclosure Requirements
Requires transparency about the artificial nature of AI companions, so users know what they're
interacting with.

● Crisis Protocols
Mandates effective crisis response systems for AI companions, especially when interacting with
vulnerable populations like adolescents.

● Protection from Manipulative Design
Bans exploitative design tactics that prioritize engagement over user autonomy and wellbeing.

● Additional Protections for Minors
Requires that systems interacting with minors operate within appropriate boundaries.

● Accountability
Ensures enforcement mechanisms are in place to uphold the standards set by the legislation,
including a private right of action.


